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We consider the problem of convective heat transfer across the laminar boundary-layer induced by an isothermal mov-
ing surface in a Newtonian fluid. In previous work (Barlow, Reinberger, and Weinstein, 2024, Physics of Fluids, 36
(031703), 1-3) an exact power series solution was provided for the hydrodynamic flow, often referred to as the Sakiadis
boundary layer. Here, we utilize this expression to develop an exact solution for the associated thermal boundary layer as
characterized by the Prandtl number (Pr) and local Reynolds number along the surface. To extract the location-dependent
heat-transfer coefficient (expressed in dimensionless form as the Nusselt number), the dimensionless temperature gra-
dient at the wall is required; this gradient is solely a function of Pr, and is expressed as an integral of the exact boundary
layer flow solution. We find that the exact solution for the temperature gradient is computationally unstable at large
Pr, and a large Pr expansion for the temperature gradient is obtained using Laplace’s method. A composite solution is
obtained that is accurate to O(10−10). Although divergent, the classical power series solution for the Sakiadis boundary
layer—expanded about the wall—may be used to obtain all higher-order corrections in the asymptotic expansion. We
show that this result is connected to the physics of large Prandtl number flows where the thickness of the hydrodynamic
boundary layer is much larger than that of the thermal boundary layer. The present model is valid for all Prandtl numbers
and attractive for ease of use.

I. INTRODUCTION

The laminar boundary layer flow induced by a moving flat
surface through an incompressible fluid has significant rele-
vance to coating flows, and forms the basis for many studies
involving moving elastic sheets with simultaneous heat and
mass transport. The boundary layer flow was first analyzed in
1961 by Sakiadis 1,2 , who utilized similarity variables to ob-
tain a non-linear ordinary differential equation (ODE) for the
dimensionless stream function identical to that of Blasius 3 .
The Sakiadis solution, however, is distinctly different from that
of Blasius. In particular, the effect of a wall moving through an
otherwise stationary fluid (Sakiadis) cannot be predicted via a
simple translation of the solution for the flow induced by fluid
moving across a stationary wall (Blasius). Sakiadis 2 solved
the ODE system both numerically and via the Polhaussen ap-
proximation, in which a velocity profile is inserted into an
integral form of the ODE system to obtain estimates of wall
shear. Since that time, there have been several numerical4–6

and semi-analytical solutions7 of the problem; in the past five
years alone, the original Sakiadis boundary layer paper has
been cited over 1000 times which demonstrates its continued
fundamental importance.

In many applications, heat transfer accompanies the
Sakiadis flow, and quality control of products is strongly de-
pendent on the accurate estimation of the amount of heat trans-
fer occurring at the moving surface. As a result, there have
been a number of experimental and theoretical studies to pro-
vide predictions of the Nusselt number (the dimensionless con-
vective heat transfer coefficient) as a function of the dimen-
sionless temperature gradient at the wall, which is itself depen-
dent on the Prandtl number8–30. In these studies, the most ac-
curate theoretical predictions are relegated to specific dimen-

sionless Prandtl numbers since the underlying flow field is nu-
merically determined (Table 1 below summarizes the Pr values
examined in prior studies). Naghshineh et al. 31 obtained an
exact power series solution for the Sakiadis flow which was re-
cently made explicit in Barlow, Reinberger, and Weinstein 32 ;
here we use this solution to obtain an analytical expression for
the temperature gradient at the wall for any Prandtl number.
Although exact, we find the solution is computationally un-
stable at moderate Pr values, and this motivates a large Pr ex-
pansion of the relevant integral of the flow field via Laplace’s
method. In the course of that analysis, we develop an efficient
and generalizable implementation of Laplace’s method to ob-
tain the asymptotic solution to all higher-order corrections. We
also prove that the standard divergent power series expansion
about the wall may be used to obtain the large Pr asymptotic
behavior exactly. Our results demonstrate explicitly that large
Pr heat transfer calculations have a direct relationship to the
shear stress along the moving wall.

By the well-known analogy between heat and mass transfer
in boundary layer flows, the results of our study may also be
used to describe the convective mass transport of a dilute so-
lute into the fluid from the wall. In such a case, the Schmidt
number replaces the Prandtl number to characterize the rela-
tive importance of momentum to mass diffusivity. The break-
down in the analogy is explicitly discussed by Acrivos 33 in a
related problem of mass transfer through the boundary layer
over a stationary wedge. The breakdown arises when the mo-
mentum of the mass transfer has a nonnegligible effect on the
mean flow—this can occur even if material properties of the
system are assumed to be unaffected by solute concentration.

We now provide a more precise description of the problem
to solve, as well as necessary background for the current work.
Consider two-dimensional flow of an incompressible Newto-
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FIG. 1. Schematic of the development of both velocity and thermal
boundary layers in Sakiadis flow.

nian fluid with kinematic viscosity ν , maintained in steady
motion by a wall moving at velocity Uw in the x-direction as
shown in Figure 1; the wall is fully responsible for the fluid
motion. Owing to rapid speed of the wall, the velocity in the x-
direction, ux, is much larger than the velocity in the y-direction,
uy, and velocity gradients in the y direction dominate those in
the flow direction. The effect of wall motion diminishes away
from the wall, so ux → 0 as y becomes large. The wall is main-
tained at a surface temperature, Tw, and the flowing fluid away
from the wall has temperature T∞, such that convective heat
transfer also occurs in the system. As a result of the flow as-
sumptions, the slope of the fluid streamlines is small. Thus,
the dominant momentum and energy transport is constrained
to lie in small regions near the wall in the form of boundary
layers in which the influence of the wall is constrained. Figure
1 shows the hydrodynamic and thermal boundary layers that
form with respective thicknesses, δ and δt .

In such a flow configuration, the velocity components may
be related by the stream function ψ and spatial variables are
contracted via a similarity transformation identical to that of
Blasius3. In particular, the dimensionless stream function
f = ψ/

√
νxUw, may be expressed as a function of similar-

ity coordinate η = y
√

Uw/νx. The x and y velocity com-
ponents are subsequently expressed as ux = Uw f ′ and uy =
√

νUw/x(η f ′− f )/2. Assigning a value of the stream func-
tion to be zero at the wall, the governing system for f —the
Sakiadis boundary layer equations1—are given as

f ′′′(η)+
1

2
f (η) f ′′(η) = 0, (1a)

f (0) = 0, f ′(0) = 1, f ′(∞) = 0. (1b)

Note that in (1) and throughout this paper, the prime symbols
(′) denote derivatives with respect to the similarity variable η .
The governing differential equation (1a), is identical to that
of Blasius, although the location of the derivative boundary
conditions in (1b) are swapped.

For cases where the fluid and transport properties are ap-
proximated as temperature independent, the convective heat
transfer may be solved subsequently to the fluid flow, and the
same similarity transformation as for flow may be used. The
dimensionless temperature, θ(η) = (T − Tw)/(T∞ − Tw), is
thus governed by the well-known energy equation34,35 given
as

θ ′′(η)+
1

2
Pr f (η)θ ′(η) = 0, (2a)

θ(0) = 0, θ(∞) = 1. (2b)

As evidenced from (2a), θ depends on the Prandtl number,
Pr = ν/α , where α is the thermal diffusivity. Note the system
(2) is linear, and may be solved by quadrature in a straightfor-
ward way.

The work of Naghshineh et al. 31 followed by Barlow, Rein-
berger, and Weinstein 32 provide an exact analytic expression
for f (η) given as

f (η) =
∞

∑
n=0

ãne−nCη/2 η ∈ [0,∞), (3a)

ãn+1 =
1

Cn(n+1)2

n

∑
k=1

k2ãkãn+1−k,n ≥ 1, (3b)

C = ã0 = 1.6161254468...,

ã1 =−2.131345924047... (3c)

In (3) the quantities C = ã0 and ã1, terminated above at double
precision, were calculated by Naghshineh et al. 31 using finite
truncations of (3) coupled with an iterative technique that en-
forces the conditions at η = 0 in (1b); the recursion (3b) was
independently obtained by Kirsur and Joshi 36 for the related
problem of a moving wedge, where an iterative technique was
also employed. More recently32, exact power series represen-
tations of these quantities have been determined, which also
enable an explicit analytical expression for the dimensionless
wall shear stress parameter, κ; these expressions are summa-
rized below.

C = ã0 =

√

− 2

ζ

∞

∑
n=1

nbn(−1)n−1, ã1 =
C

ζ
, (4a)

κ =−C

2
+

2

Cζ 3

∞

∑
n=2

n(n−1)bn(−1)n, (4b)

ζ =
∞

∑
n=1

bn(−1)n, bn+1 =
Dn,n+1

n+1
(n ≥ 1), b1 = 1,

(4c)

D1,m =−m

4
(m ≥ 1), (4d)

Dn,m =−mAn+1 −
1

n

n−1

∑
j=1

( jm+n− j)A j+1 (n ≥ 1,m ≥ 2),

(4e)

An+1 =
1

n(n+1)2

n

∑
j=1

j2A jAn− j+1 (n ≥ 1), A0 = A1 = 1.

(4f)

The parameter κ is an essential physical result often extracted
from flow studies.

The solution of (2) for the dimensionless temperature field
leads to an expression of the local Nusselt number as a function
of the temperature gradient at the wall8, θ ′(0), as

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
2
1
8
2
2
9



3

Nux = θ ′(0)Re
1/2
x . (5)

In (5), Nux = hx/k, where h and k are the dimensional convec-
tive heat transfer coefficient and thermal conductivity of the
flowing fluid, respectively, and Rex = xUw/ν . Table I shows
a summary of prior work with predicted values of θ ′(0). Also
shown in the table are values of κ in those studies. Note that
the velocity field is used as an input to calculate θ ′(0), and thus
the accuracy in κ restricts the accuracy in θ ′(0). Prior work
also indicates that, as stated above, numerical simulations have
been relegated to specific Prandtl numbers, and interpolation
is needed to extract θ ′(0) for intermediate Prandtl numbers. In
our work, we will provide a solution for θ ′(0) that leads to a
model valid for any Pr, and with higher accuracy than those
values shown in Table I.

TABLE I. Previous studies and their reported results of dimension-
less wall shear stress parameter, κ = f ′′(0), and the dimensionless
temperature gradient at the wall θ ′(0), for various Prandtl numbers,
Pr.

Author(s) Year −κ Pr θ
′(0)

Sakiadis2 1961 0.44375

Tsou et al.8 1967 0.444

0.7 0.3492219
1 0.4438
10 1.68043435
100 5.545

Soundalgekar and Murty9 1980
0.7 0.3508
2 0.6831
10 1.6808

Moutsoglou et al.10 1980 0.44375 0.7 0.34924
7 1.38703

Takhar et al.12 1991 0.4439 0.7 0.3508
Pop et al.13 1992 0.4445517 0.7 0.3507366
Pantokratoras14 2004 0.4438 0.7 0.35

Andersson and Aarseth15 2007 0.4437483 0.7 0.3492359
10 1.680293

Cortell18 2008 0.44374733

0.6 0.3135188
5.5 1.216049
7 1.387033
10 1.680293
50 3.890918
100 5.544663

Girgin16 2011 0.4437483123 0.7 0.3492358481
10 1.6802932833

Bachok et al.28 2012 0.4437
0.7 0.3492
1 0.4437
10 1.6803

Abdella et al.17 2017 0.4426557 0.7 0.3493033
Barlow et al.37 2017 0.443748313369

Daba and Tuge19 2018 0.4437487181

0.7 0.349241899
1 0.443748718
10 1.68032745
100 5.546202431

Naghshineh et al.31 2023 0.443748313368861
Barlow et al.32 2024 Exact

The organization of this paper is as follows. Section II pro-
vides both the exact and large Pr analytical solutions for the
heat transfer problem. Section III explains the assumptions
and analysis of the approximate model using the physics of

large Prandtl number flows. Results, discussions and valida-
tion of the presented models are compared to prior studies
in Section III C, followed by conclusions in Section IV. Ap-
pendices are provided to provide more detailed mathematical
analyses that support the presented work.

II. ANALYTICAL MODEL

Two complimentary expressions for the temperature gradi-
ent at the wall, i.e. θ ′(0) in (5), are obtained, which are taken
together to provide the analytic representation of the solution.
We detail the development of these expressions as follows. In
Section II A, we develop an exact series solution for the tem-
perature gradient. The series, however, becomes poorly condi-
tioned for Pr > 12 in double arithmetic due to finite precision
limitations. We thus develop, in Section II B, the asymptotic
expansion of the temperature gradient for large Pr by employ-
ing Laplace’s method on a relevant integral that arises in the
analysis. A fully analytical composite solution is developed in
Section II C that weaves together the exact (Section II A) and
asymptotic (Section II B) expressions.

A. Exact analytical expression for θ ′(0)

To proceed, we substitute the exact solution to the system (1)
for f , given by (3), into the ODE system (2). Next, we rewrite
our differential equation as a logarithmic derivative, solve for
θ ′, and integrate to obtain

θ ′′

θ ′ =
(

ln(θ ′)
)′
=−1

2
Pr f

⇒ θ ′(η) = H exp

(

−1

2
Pr

∫ η

0
f (ξ ) dξ

)

⇒ θ(η) = H

∫ ∞

η
exp

(

−1

2
Pr

∫ η

0
f (ξ ) dξ

)

dη +F. (6)

In (6) F and H are integration constants. The boundary con-
dition at η → ∞ in (2b) indicates that F = 1 in (6), and subse-
quent application of boundary condition (2b) yields

θ ′(0) = H =

{

∫ ∞

0
exp

(

−1

2
Pr

∫ η

0
f (ξ ) dξ

)

dη

}−1

. (7)

Equation (7) provides an explicit expression for θ ′(0), and
thereby Nusselt number via (5), in terms of the dimensionless
stream function, f ; the solution for f satisfies the system (1)
and is given by the analytical solution (3).

Upon substitution of the expansion (3) into the innermost
integral of (7), we obtain

∫ η

0
f (ξ ) dξ =Cη +2

∞

∑
n=1

{

ãn

nC

(

1− e−nCη/2
)

}

,

so that
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4

θ ′(0) =

{

∫ ∞

0
exp

(

−C

2
Prη

+Pr
∞

∑
n=1

ãn

nC
e−nCη/2

)

dη

}−1

exp

(

Pr
∞

∑
n=1

ãn

nC

)

.

To proceed further, we change the integration variable to u =
exp(−Cη/2), to yield

θ ′(0) =

{

2

C

∫ 1

0
uPr−1 exp

(

Pr
∞

∑
n=1

ãn

nC
un

)

du

}−1

× exp

(

Pr
∞

∑
n=1

ãn

nC

)

. (8)

The coefficients ãn decay exponentially in magnitude, and we
find that the sum inside the rightmost exponential in (8) con-
verges to double machine precision in 35 terms. Thus, the only
remaining issue is the computation of the integral in (8). This
evaluation may be achieved by making use of a recursive for-
mula for the exponential of a series38. In particular, we write

∞

∑
n=0

bnun = exp

(

Pr
∞

∑
n=1

ãn

nC
un

)

, (9)

bn+1 =
Pr

C(n+1)

n

∑
k=0

ãk+1bn−k,b0 = 1. (10a)

Inserting (9) into (8) and integrating term-by-term we obtain

θ ′(0) =
C

2
exp

(

Pr
∞

∑
n=1

ãn

nC

){

∞

∑
n=0

bn

n+Pr

}−1

. (10b)

The result, (10b), is an exact and pointwise convergent repre-
sentation of θ ′(0) that can be substituted in (5) to provide the
exact value of Nusselt number. Although an exact result, the
recurrence relation for bn, (10a), becomes poorly conditioned
for large Prandtl number, and an alternative methodology is
discussed in Section II B. to overcome this deficiency. We will
discuss the limitations of the solution (10b) in Section II C.

B. θ ′(0) for Large Pr

An asymptotic expansion for θ ′(0) as Pr → ∞ is developed
to overcome the computational limitations of the exact solution
(10b). To do so, we utilize Laplace’s method to approximate
the integral in (8) and include higher-order corrections. The
details of the analysis are provided in Appendix A, but the key
elements are now discussed. We note that the integral in the
denominator of (8), denoted here as I, is of the form

I =
∫ 1

0

1

u
exp(φ(u)Pr) du, (11a)

φ(u) = ln(u)+
∞

∑
n=1

ãn

nC
un. (11b)

Over the domain of the integral, we find that φ(u) has its max-
imum at u = 1, and φ ′(u) = 0 at that location. In accordance
with Laplace’s method, φ(u) and u−1 in the integrand of (11a)
are expanded in a Taylor series about u= 1, and the lower limit
of integration is extended to minus infinity. The latter step is
afforded because the dominant contribution of the integral oc-
curs in the vicinity of u = 1, and owing to the exponential term
in the integrand, subdominant errors are incurred with this do-
main extension. After organizing terms at each order of Pr,
one arrives at the expansion

I ∼ C

2
eφ(1)Pr

{

γ1

Pr1/2
+

γ2

Pr
+

γ3

Pr3/2
+

γ4

Pr2
+ . . .

}

(Pr → ∞).

(12)
The coefficients γn in (12) are provided in Appendix B, which
are expressed solely in terms of the shear stress parameter at
the wall, κ . It is remarkable that the constant C, associated
with the η →∞ asymptotic behavior of the function f (see (3)),
does not appear in the final expressions for the coefficients γn—
that is despite its explicit appearance in equation (11b). An
explanation for this observation is provided in Section III B.

Using the expansion (12) in the solution (8), we obtain

θ ′(0)−1 ∼
∞

∑
n=1

γn Pr−n/2 (Pr → ∞). (13)

The asymptotic series (13) is divergent; that is, for fixed Pr,
including additional terms eventually leads to series diver-
gence. The highest accuracy of the series occurs at its op-
timal truncation—this is the number of terms just before the
series starts diverging39. The expansion can be further sim-
plified using the long-known recursion for the reciprocal of a
power series40,41 to yield an explicit asymptotic expansion for
θ ′(0) as a function of Pr as

θ ′(0)∼ Pr1/2
∞

∑
n=0

δn Pr−n/2, (14a)

δn =
−1

γ1

n

∑
k=1

γk+1δn−k, with δ0 = γ−1
1 . (14b)

.

C. Composite hybrid solution for θ ′(0)

We have presented two expressions for θ ′(0) as a function of
Pr, needed to express the dimensionless convective heat trans-
fer coefficient at the solid moving wall according to (5): a
pointwise convergent power series solution for small Pr given
by (10b), and an asymptotic expansion for large Pr given by
(14). We aim to find the optimal truncation of the intersec-
tion of the asymptotic expansion with the curve given by (10b)
taken to its computational limit. We thus combine these two
expressions in a way that minimizes the error for all Pr. To do
so, we plot the error of each expansion relative to the numeri-
cal evaluation using Simpson’s rule of the integral in (8) with
an approximate error tolerance of 10−11 as shown in Figure 2.

For a fixed series truncation N, it is seen that (10b) yields
an error curve that increases with Pr. Meanwhile, the asymp-
totic expansion (14) produces error curves for fixed number of

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
2
1
8
2
2
9



5

5 10 15 20

10
-15

10
-10

10
-5

10
0

FIG. 2. Error of analytical solutions relative to the numerical solu-
tion of (8). The solid curves indicate truncations of expansion (10b)
(the exact solution), computed in double precision, while the dashed
curves represent truncations of the asymptotic expansion (14). In
both cases, N denotes the order of truncation. For certain values of
Pr, the error increases between 15 and 16 terms of the asymptotic so-
lution, indicating that there is an optimal truncation.

terms that decrease with Pr. As the number of terms in the
asymptotic expansion (14) increase, the values of Pr for which
the expansion remains accurate moves to larger Pr. As shown
in Figure 2, we see that 80 terms of (10b) and 15 terms of (14)
give a global maximum error or order 10−10.

The resulting final optimal expression for θ ′(0) is thus given
as

θ ′(0) =























C

2
exp

(

Pr
80

∑
n=1

ãn

nC

){

80

∑
n=0

bn

n+Pr

}−1

Pr < 6

Pr1/2
15

∑
n=0

δn Pr−n/2 Pr ≥ 6

.

(15a)

In equation (15), note that ãn are given by (3), bn are given
by (10a), and δn are given by (14) in terms of the γn given in
Appendix B. Furthermore, exact expressions for C = ã0 and
ã1 are given by (4), if one requires more digits than provided
in (3).

III. THE EQUIVALENCE OF LAPLACE’S METHOD FOR
Pr → ∞ AND APPROXIMATIONS EMPLOYING
POLYNOMIAL VELOCITY PROFILES

Significant physical insights and mathematical simplifica-
tions may be obtained by considering an engineering approach
to solving for θ ′(0) for large Pr. In Section III A, we follow the
Polhausen approach of assuming a polynomial profile for the
dimensionless stream function f in the evaluation of θ ′(0) in

(8). We examine the implications of these results to the evalu-
ation of θ ′(0) in Section III B via Laplace’s method, and pro-
pose an alternative simple method to do so.

A. Determining θ ′(0) via low order polynomial expression
for velocity

At large Pr, the thickness of the thermal boundary layer (δt )
is thinner than that of the hydrodynamic boundary layer (δ );
see Figure 1 for a definition sketch. Consequently, the ther-
mal boundary layer is confined in a zone where the velocity,
ux = Uw f ′(η), may be approximated as linear with the di-
mensionless distance from the wall η . A similar assumption
was first introduced by Lévêque 42 for the Blasius boundary-
layer flow and can be considered as analogous to the poly-
nomial profiles used in the Polhausen approximation for the
wall shear (although as we will show, the boundary condi-
tions used in the classical Polhausen approximation must be
modified in order to obtain the correct asymptotics for large
Pr flows). Such an approach was also taken by Acrivos 33 in
the analysis of mass transfer across the boundary layer over a
stationary wedge when Schmidt number is large.

The stream function f is parabolic for a linear velocity ap-
proximation; the constraints in (1b) at η = 0 as well as f ′′(0)=
κ are applied to yield

f = κ
η2

2
+η , for η ≤ ηt (16a)

where ηt is a representation of the nondimensionalized dis-
tance to the edge of the boundary. Note that the locus of points,
η = ηt , determines the location of the thermal boundary layer,
δt , when mapped back to physical x-y coordinates, and is given
by

y = δt = ηt

√

νx

Uw

. (16b)

Substituting (16a) in the Pohlhausen ODE, (2a), gives

θ ′′

θ ′ =−Pr

(

κ
η2

4
+

η

2

)

, for η < ηt . (17)

Integrating (17) and employing the boundary conditions,
Eqs. (2b), gives

θ ′ = θ ′(0)exp

(

−Pr

(

κ
η3

12
+

η2

4

))

, for η < ηt . (18a)

Note that θ ′(0) is an unknown quantity at this point, so is in
fact an integration constant. At the edge of the thermal bound-
ary layer (η = ηt ), we expect θ ′ to be zero. However, the
functional form of (18a) does not allow that choice. Instead,
we choose the minimum of θ ′ to be the edge of the boundary
layer, i.e. θ ′′ = 0, and thus from (17) we have

ηt =− 2

κ
. (18b)
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In order to find θ ′(0), (18a) is integrated across the boundary
layer to yield

θ(ηt)−θ(0) = θ ′(0)
∫ ηt

0
exp

(

−Pr

(

κ
η3

12
+

η2

4

))

dη .

(19)
Consistent with the approximations made thus far, we assume
that θ(ηt) = 1, which is the infinite boundary condition in (2b)
located at the boundary layer edge. Using this constraint we
obtain

θ ′(0) =

[

∫ ηt

0
exp

(

−Pr

(

κ
η3

12
+

η2

4

))

dη

]−1

. (20)

Let us now summarize the approximations embedded in
(20). First, we have assumed a velocity profile to obtain f .
Second, we used the fact that θ ′′ is zero at the edge of the
boundary layer, but θ ′(η) 6= 0 there. Finally, we have dis-
placed the boundary condition on theta from infinity down to
η = ηt . Considering the approximations made at the edge of
the boundary layer, there is no reason to evaluate (20) exactly.
Instead, we utilize Laplace’s method on (20). An intuitive ad-
vantage of this method is that the integral is “weighted” away
from the most approximated location at η = ηt . Laplace’s
method may be implemented by expanding

exp

(

−Pr

(

κ
η3

12

))

=
∞

∑
n=0

(−κ/12)n

n!
Prn η3n,

in (20) and moving the upper limit of the integral to infinity;
this step only incurs asymptotically small errors. The resulting
expression θ ′(0) can be expressed in terms of particular values
of the Gamma function as

θ ′(0)≈









∞

∑
n=0

Γ

(

3n+1

2

)

n!

(−2κ

3

)n

Pr−(n+1)/2









−1

. (21)

Remarkably, the first three terms of (21) are identical to the
correct asymptotic expansion of θ ′(0)−1 in the Pr → ∞ limit
given by (13). Recall that this result utilized the exact solution
for f coupled with Laplace’s method. In fact, in the next Sec-
tion, we show that the full Laplace method expansion may be
obtained via a mathematical approach motivated by this obser-
vation.

B. Full Laplace Expansion as Pr → ∞ using Divergent
Infinite Series Solution

The fact that a low-order polynomial approximation was
used to recover the first few terms in the asymptotic expansion
(13) motivates the examination of higher-order polynomials
to generate higher-order corrections. We now discuss such an
analysis. In Appendix A.1, Laplace’s method is used to deter-
mine the large Pr behavior of the integral (8); this integral is
embedded in the desired Nusselt number expression (5) by (7).

As Pr → ∞, the magnitude of the integrand becomes concen-
trated near the location u = 1, which corresponds to the maxi-
mum of the exponential argument. This justifies the use of the
Taylor series about u = 1 in the method (see (A1a)) and in sub-
sequent simplifications. We recall here that u = exp(−Cη/2)
(see text just above (7), or equivalently Eqs. (A10) and (A11)),
and thus the limit as u → 1 corresponds to that of η → 0 in
(1). Thus, we hypothesize—and will go on to demonstrate—
that the full Taylor series expansion of the solution in η about
η = 0 may be used directly to obtain the same large Pr expan-
sion (13) and coefficients in Appendix B.

The power series solution of the Sakiadis problem (1) about
η = 0 is well established, and in fact, the recursion for the
coefficients was first given by Blasius 3 for flow over a station-
ary plate. That solution was modified slightly by Sakiadis 2 to
satisfy the different boundary conditions in the Sakiadis flow,
and is given in Appendix C by (C1). The solution has a finite
radius of convergence, R—the solution converges only when
|η | < R, where R ≈ 4.0722, and is divergent for larger η val-
ues. Hence, the series solution cannot bridge the semi-infinite
domain in the Sakiadis problem (1), and is thus deficient. It is
for precisely this reason that Naghshineh et al. 31 developed the
alternative convergent expansion given by (3). Nevertheless,
in Appendix C, we show that, in fact, the divergent infinite se-
ries expansion (C1) may be used to extract the full asymptotic
expansion (13) with identical coefficients shown in Appendix
A. The methodology using the divergent power series solution
takes less steps (compare work in Appendices B and C) and
satisfies a slightly simpler recurrence relation than that using
the exact convergent solution.

Thus, we call out this interesting element, namely that it is
only necessary to have a convergent solution for a portion of
the flow field to obtain the full Pr → ∞ asymptotic behavior.
Only the flow field near the wall needs to be represented ac-
curately, and the series divergence away from the wall does
not impact Laplace’s method—as the method focuses on the
dominant behavior of the solution as Pr → ∞ near the wall.
The fact that the divergent series expansion may be used in the
Pr → ∞ limit is a physically appealing result, since the charac-
teristic thickness of the thermal boundary layer is small com-
pared with that of the hydrodynamic boundary layer for large
Pr. This is precisely as discussed in the approximate analysis
shown in Section III A. In Section II, we noted that the asymp-
totic constant C, where f ∼C as η → ∞, did not appear in the
Pr → ∞ asymptotic behavior when the convergent expansion
(3) was employed. We see now why that is the case—the use of
the divergent expansion makes clear that it is only the behavior
of the flow solution near the wall that matters to the asymptotic
solution, and thus, only the shear parameter κ appears in the
asymptotic coefficients (see Appendix B).

Finally, we comment on the use of polynomial approxima-
tions to the velocity field used to predict convective heat trans-
fer coefficients in boundary layer flows. In order to reproduce
the correct Laplace’s method expansion as Pr → ∞, it is nec-
essary that a power series be generated as an expansion about
the wall (η = 0) in accordance with the differential equation
itself, which is expressed as the power series solution to (1).
It is commonplace for zero slope, curvature, etc. to be ap-

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
2
1
8
2
2
9



7

10
-2

10
0

10
2

10
-2

10
-1

10
0

10
1

FIG. 3. Plot showing the effect of Pr on θ ′(0) from the analytical
solution (15). The asymptotic behavior θ ′(0)∼C Pr/2 (Pr → 0) and
θ ′(0)∼ π−1/2 Pr1/2 (Pr → ∞) are shown as dashed lines on the plot
for comparison.

plied at the edge of the boundary layer when using a Polhausen
approximation to predict wall shear stresses; see, for exam-
ple Schlichting 34 (page 206). However, one cannot utilize
such an approach when coupling the polynomial approxima-
tion with a thermal boundary layer problem if one wants to re-
cover the correct asymptotic behavior as Pr → ∞. It is only
if the power series is generated algorithmically as in Equa-
tions (A21e) and (C1), using information at the wall for higher
derivatives, that the correct polynomials can be generated with
a finite number of terms.

Figure 3 shows the effect of Prandtl number on θ ′(0) cal-
culated using the analytical result (15) as well as the asymp-
totic behaviors at large and small Pr. Equation (14) indicates
that the behavior of the temperature gradient, θ ′(0), scales as
θ ′(0) ∼ π−1/2 Pr1/2 as Pr → ∞; similarly, as Pr → 0, θ ′(0) ∼
C Pr/2 from (10b). When plotted on Figure 3, the prior litera-
ture results from Table 1—that are numerical and valid for dis-
crete values of Pr—are indistinguishable from the curve gener-
ated from (15). Figure 4 provides an error analysis of our ana-
lytical model compared with converged numerical results, and
here superimposes associated errors from prior studies from
Table 1. The figure indicates that the present analytical model
is accurate to O(10−10) when compared with the numerical
results for all values of Prandtl number, with the largest error
occurring at the cutoff value of Pr = 6. We have also super-
imposed the result (21), obtained using a linear velocity ap-
proximation, on Figure 4. Since such a low-order polynomial
is often utilized in boundary layer estimates, the benefit of us-
ing more terms in the asymptotic expansion for large Pr is ob-
served (recall that the Pr → ∞ asymptotic expansion is used in
the analytical result (15) for Pr ≥ 6).

10
0

10
1

10
2

10
-10

10
-5

10
0

Composite Solution

Tsou et al. 1967

Soundalgehar and Murty 1980

Moutsoglou et al. 1980

Takhar et al. 1991

Pop et al. 1992

Pantokratoras 2004

Andersson and Aarseth 2007

Cortell 2008

Girgin 2011

Bachok et al. 2012

Abdella et al. 2017

Daba and Tuge 2018

Linear Velocity Profile

FIG. 4. Relative error in θ ′(0) between the present model (15) and
numerical solution of (8). The error in numerically predicted θ ′(0)
from prior literature8–10,12–19,28 is presented for comparison, as well
as that of the linear velocity profile, which is a common first approxi-
mation for this type of problem. Note that the values given in previous
work are restricted to discrete values of Pr, contrasting with Figure 3.

C. Importance of the wall shear stress

The presented exact and approximate models in Sections II
and III are strictly dependent on the dimensionless wall shear
stress parameter, κ in the large Pr regime, and have more com-
plicated physics in the small Pr regime. From our study, it is
apparent why accuracy in the κ affects that of θ ′(0) as evi-
denced by the work cited in Table 1. Inspection of the coef-
ficients γn in (13) and written explicitly in Appendix B show
that they are solely a function of κ as Pr → ∞. This again re-
inforces that the behavior of the flow field near the wall dom-
inates the asymptotic behavior in this limit. Among previous
studies, the results of θ ′(0) calculated by Girgin 16 at different
Pr are the closest to those predicted by the present analytical
model (with an error as low as 10−9) as indicated in Figure
4. This is connected to the agreement between the value of κ
given by Girgin 16 and that used in our model given explicitly
by Barlow, Reinberger, and Weinstein 32 . On the other hand,
the results calculated by other studies12–14, which have large
error in κ , have large error in θ ′(0) as well (see Figure 4).

IV. CONCLUSIONS

We have utilized a known exact solution for the Sakiadis
boundary layer to develop a similarly exact solution for the as-
sociated thermal boundary layer. Although exact, we find that
the solution for the temperature gradient at the wall, needed
to extract the convective heat transfer coefficient, is compu-
tationally unstable at large Pr. To compensate, we devel-
oped a large Pr expansion for the temperature gradient using
Laplace’s method. By combining the exact and asymptotic so-
lutions, an analytical expression for the temperature gradient
is obtained that is accurate to O(10−10) for all Pr when com-
pared with machine-precision numerical results. The large Pr

asymptotic analysis shows that a divergent power series solu-
tion for the fluid flow—that is itself expanded about the loca-
tion of the moving surface—may be used instead of the con-
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FIG. 5. Behavior of the Function φ in the domain of integration.

vergent power series solution to obtain all higher order coef-
ficients in the asymptotic expansion. We show that this re-
sult is connected to the physics of large Prandtl number flows
where the thickness of the hydrodynamic boundary layer is
much larger than that of the thermal boundary layer. The latter
approach must be used when trying to estimate the wall shear
stress using the Polhausen approximation, but is not the appro-
priate approximation to use for the heat transfer asymptotics.
Additionally, to remain consistent with the Pr → ∞ asymptotic
behavior, we have shown that any higher-order constraints on
an assumed polynomial velocity field used to approximate heat
transfer must be consistent with the boundary-layer equations
evaluated at the wall, as opposed to imposing higher-order con-
straints at the edge of the boundary layer itself. The present
model is highly accurate and attractive for ease of use in engi-
neering applications.

Appendix A: Computation of the Asymptotic Coefficients

In this appendix, we provide details of Laplace’s method
used to evaluate the integral I in (11a) as Pr → ∞, which un-
derpins the expressions (13) and (14) in the text. This process
proceeds in two steps. In Appendix A 1, a recursive formula
is derived for all coefficients of the large Pr asymptotic expan-
sion of the integral I. In Appendix A 2, we express the recur-
sive formula in terms of the wall shear stress extracted from
the Sakiadis boundary layer flow.

1. Asymptotic Expansion of I via Laplace’s method

The form of the integral (11a) suggests that Laplace’s
method may be used to extract its large Pr behavior. As
observed in Figure 5 and from explicit calculations in Ap-
pendix A 2, we see that φ(u) has a maximum at u= 1 for which
dφ/du = 0. As a consequence of the exponential term in the

integrand, the integral in (11a) is governed its behavior near
u = 1 for large Pr. To facilitate asymptotic expansion, we Tay-
lor expand the integrand about u = 1 as

φ(u) =
∞

∑
n=0

φn(u−1)n, (A1a)

1

u
=

∞

∑
n=0

(−1)n(u−1)n. (A1b)

The Taylor coefficients φn of φ(u) about u= 1 can be computed
directly by differentiating the expression (11b) term-by-term to
yield

φk =
1

k!

[

dkφ

duk

]∣

∣

∣

∣

∣

u=1

=
1

k!

[

dk

duk

(

log(u)+
∞

∑
n=1

ãn

nC
un

)]∣

∣

∣

∣

∣

u=1

=
(−1)k+1

k
+

∞

∑
n=0

(

n+ k

k

)

ãn+k

(n+ k)C
.

(A2)

In Appendix A 2, we provide an alternative recursive method
to calculate these coefficients that eliminates the need to eval-
uate the infinite series in (A2). In (11b), note that φ0 =
φ(1),φ1 = 0,φ2 < 0 (this is consistent with the curve shape
given shown in Fig 5). As the dominant contribution of the
integral in (11) occurs near u = 1, we examine the integral in
the neighborhood of u = 1 as

I ∼
∫ 1

1−ε

(

∞

∑
n=0

(−1)n(u−1)n

)

exp

(

Prφ0 +Prφ2(u−1)2

+Pr
∞

∑
k=3

φk(u−1)k

)

du (A3a)

∼ eφ0 Pr
∞

∑
n=0

(−1)n

∫ 1

1−ε
(u−1)nePrφ2(u−1)2

× exp

(

Pr
∞

∑
k=3

φk(u−1)k

)

du (A3b)

∼ eφ0 Pr
∞

∑
n=0

(−1)n

∫ 0

−ε
vnePrφ2v2

exp

(

Pr
∞

∑
k=3

φkvk

)

dv.

(A3c)

In (A3), note that ε > 0 is a small value that justifies the use
of the Taylor series to represent the integrand in the large Pr

limit. As a result, the last exponential in (A3) may be expanded
as a Taylor about v = 0, giving the expressions

I ∼ eφ0 Pr
∞

∑
n=0

(−1)n

∫ 0

−ε
vneφ2 Prv2

∞

∑
k=0

Prk

k!

{

∞

∑
m=3

φmvm

}k

dv

(A4a)

∼ eφ0 Pr
∞

∑
n=0

(−1)n

∫ 0

−ε
vneφ2 Prv2

∞

∑
k=0

Prk

k!

{

∞

∑
m=3k

ϕk,mvm

}

dv

(A4b)

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6
3
/5

.0
2
1
8
2
2
9



9

∼ eφ0 Pr
∞

∑
n=0

∞

∑
k=0

∞

∑
m=3k

(−1)n

k!
ϕk,m Prk

∫ 0

−ε
vn+meφ2 Prv2

dv

(A4c)

where
[

∞

∑
m=3

φmvm

]k

=
∞

∑
m=3k

ϕk,mvm. (A4d)

Note that the expansion (A4d) is used in moving from (A4a) to
(A4b), and simplifies the individual integral terms in (A4c) to
be eventually identified as Gamma functions (see (A6) below).
Using standard series techniques, all ϕk,m can be computed
recursively using the Cauchy product of series as

ϕ0,0 = 1, ϕ0,m = 0,m ≥ 1, (A5a)

ϕk,m =
m

∑
j=3

φ jϕk−1,m− j,k ≥ 1,m ≥ 0. (A5b)

Next, Laplace’s method allows us to extend the limit of in-
tegration to ε = ∞, as it incurs subdominant contributions to
the Pr → ∞ asymptotic behavior as can be established with in-
tegration by parts. The integral in (A4c) is subsequently eval-
uated as

∫ 0

−ε
vn+meφ2 Prv2

dv ∼
∫ 0

−∞
vn+meφ2 Prv2

dv

=
(−1)n+m

2
(−φ2 Pr)

−n−m−1
2 Γ

(

n+m+1

2

)

, (A6)

where Γ(z) is the Gamma function. Solving (A6) with (A4)
we obtain

I ∼ eφ0 Pr
∞

∑
n=0

∞

∑
k=0

∞

∑
m=3k

(−1)mϕk,mΓ

(

n+m+1

2

)

2(−φ2)
(n+m+1)/2k!

Pr(2k−n−m−1)/2 .

(A7)
The final step is to collect terms of the same order in Pr. To

do this, we note that the summation indices (n,k,m) form pre-
cisely the integer points in Z

3 satisfying the trio of inequalities
n ≥ 0,k ≥ 0,m ≥ 3k. The idea is to change basis on Z

3 so that
the main term in the exponent of Pr−1 in the expansion (A7),
n+m−2k, becomes a new basis element. This could be done
in many ways, but for definiteness we note one with the change
of basis





n

m

k



 7→





n

k

n+m−2k



=





1 0 0

0 0 1

1 1 −2









n

m

k



 .

This works because it makes the main term a basis element, but
it maps integer points to integer points and vice versa because
the inverse of this change of basis matrix





1 0 0

0 0 1

1 1 −2





−1

=





1 0 0

−1 2 1

0 1 0





has integer coefficients. It follows that one has (n,m,k) values
corresponding to some value in the new basis as




n

k

n+m−2k



 7→





n

m

k



=





1 0 0

−1 2 1

0 1 0









n

k

n+m−2k



 .

From this, one gets the result.

γℓ =
ℓ−1

∑
n=0

ℓ−n−1

∑
k=0

(−1)ℓ+2k−n−1ϕk,ℓ+2k−n−1Γ

(

ℓ+2k

2

)

2(−φ2)
(ℓ+2k)/2k!

.

(A8a)
ϕ0,0 = 1, ϕ0,m = 0,m ≥ 1, (A8b)

ϕk,m =
m

∑
j=3

φ jϕk−1,m− j,k ≥ 1,m ≥ 0. (A8c)

(A8) provides the coefficients for the asymptotic expansion
(13) to all orders in Pr.

2. Alternative Evaluation of the Taylor Coefficients of φ in
(A1a)

As noted previously, the recursion from the last Section
for the Laplace expansion of the integral used in determining
θ ′(0) requires the Taylor coefficients of the function φ(u) at
u = 1, denoted as φk in (A1a). (A2) expresses a typical deter-
mination of the Taylor coefficients by differentiation and sub-
sequent evaluation at u= 1. Here we eliminate the need for the
infinite sums in the computation of the coefficients provided
in (A2).

For simplicity, we first define a function q(u) by rearranging
(11a) as

q(u) =
∞

∑
n=1

ãn

nC
un = φ(u)− ln(u). (A9)

The k-th Taylor coefficient of ln(u) about u = 1 is well-known
to be (−1)k+1/k, so to compute the coefficients φk it suffices to
compute the Taylor coefficients of q(u) about u = 1. This, in
turn, is done by establishing a relationship between q, and the
dimensionless stream function f given by (3). Substituting the
relationship u = exp(−Cη/2) that was used in the derivation
of (8) into the expression for f in (3) we write

f (η) =
∞

∑
n=0

ãne−Cnη/2 = g(e−Cη/2) (A10)

so that

g(u) = f

(

− 2

C
ln(u)

)

=
∞

∑
n=0

ãnun. (A11)

The coefficients ãn are provided in (3) above. Note that these
coefficients are obtained by Naghshineh et al. 31 (and made ex-
plicit by Barlow, Reinberger, and Weinstein 32 ) by transform-
ing the third-order Sakiadis ODE in η to u and subsequently
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expanding about u= 0 (η =∞). Note that the coefficients φn in
(A1a), however, correspond to a Taylor expansion about u = 1

(η = 0).
A key observation is that the differentiation of q in (A9)

term-by-term eliminates the 1/n factor in each term in the infi-
nite sum, so q′ corresponds to g/C, except that the coefficients
are shifted by one, which we can fix by multiplying by u and
adding in the first coefficient ã0. That is, by examining the
Taylor series at u = 0 we note that Cuq′(u)+ ã0 has the same
Taylor expansion as g, and hence Cuq′(u)+ ã0 = g(u). Since
ã0 =C this differential equation for q can be integrated to yield

q(u) = q(1)+
∫ u

1

g(τ)−C

Cτ
dτ. (A12)

At this point we can evaluate the integral (A12) using the Tay-
lor expansion of g(u) about u = 1. This is also derived by
Naghshineh et al.31 as

g(u) =
∞

∑
n=0

ân(u−1)n (A13a)

where

ân+3 =−2n+3

n+3
ân+2 −

(n+1)2

(n+2)(n+3)
ân+1

+
1

C(n+1)(n+2)(n+3)

{

n−2

∑
k=0

(k+1)(k+2)âk+2ân−k−1

+
n−1

∑
k=0

(k+1) [(k+2)âk+2 + âk+1] ân−k

}

,

â0 = 0, â1 =− 2

C
, â2 =

2κ

C2
+

1

C
.

(A13b)

We can thus use standard series manipulations of the inte-
grand to derive the Taylor coefficients of q(u) about u = 1; this
provides us with a method to compute the desired coefficients
φk in (11b) as follows. For the first term, q(1) = φ(1) = φ0

in (11b); we cannot compute this value without summing an
infinite series (although, as stated before, it converges to dou-
ble precision in 35 terms). However, its value is not needed as
it does not appear in (14) after cancellation of the exponential
that appears in the reciprocal form (13). All of the higher order
terms, though, can be computed by Taylor expanding g(τ)−C

about τ = 1 in the integrand, expanding the τ−1 as a geometric
series in τ −1, computing the Cauchy product of these series
(which simply gives the Taylor expansion of the product of
two functions with known expansions), and integrating term-
by-term. In particular, if we first write

g(τ)− τ

C
=

∞

∑
n=0

ˆ̂a(τ −1)n, (A14)

we then have ˆ̂a0 =−1 and ˆ̂an = ân/C. If we further write

g(τ)−C

Cτ
=

g(τ)−C

C(1+(τ −1))
=

∞

∑
n=0

α̃n(τ −1)n, (A15)

we can simply compute the series product of the sum of the ˆ̂an

and the geometric series from the denominator as

α̃n =
n

∑
k=0

ˆ̂ak(−1)n−k. (A16)

We subsequently integrate this result term-by-term to obtain

q(u)= q(1)+
∫ u

1

∞

∑
n=0

α̃n(τ−1)n dτ = q(1)+
∞

∑
n=0

α̃n

n+1
(u−1)n+1.

(A17)
Rearranging (A9), we have

φ(u) = q(u)+ ln(u). (A18)

To extract the Taylor coefficients φn according to (A1a), then,
we require the Taylor expansion of ln(u) as

ln(u) =
∞

∑
n=1

(−1)n+1

n
(u−1)n. (A19)

Inserting Eqs. (A17) and (A19) into (A18), and comparing
with the form (A1a) term by term, we obtain the desired ex-
pression

φn =
1

n

(

α̃n−1 +(−1)n+1
)

,n ≥ 1. (A20)

As a matter of summary and for convenience in referenc-
ing final results, we compile necessary components of φn as
follows

φ0 = φ(1) =
∞

∑
n=1

ãn

nC
, (A21a)

φn =
1

n

(

α̃n−1 +(−1)n+1
)

,n ≥ 1, (A21b)

α̃n =
n

∑
k=0

ˆ̂ak(−1)n−k,n ≥ 0, (A21c)

ˆ̂a0 =−1 ˆ̂an = ân/C,n ≥ 1 (A21d)

ân+3 =−2n+3

n+3
ân+2 −

(n+1)2

(n+2)(n+3)
ân+1

+
1

C(n+1)(n+2)(n+3)

{

n−2

∑
k=0

(k+1)(k+2)âk+2ân−k−1

+
n−1

∑
k=0

(k+1) [(k+2)âk+2 + âk+1] ân−k

}

,

â0 = 0, â1 =− 2

C
, â2 =

2κ

C2
+

1

C
.

(A21e)

At this point, with the φn coefficients determined in (A21), the
Laplace method coefficients γn and δn in Eqs. (13) and (14) can
be easily determined recursively. Note that the wall shear κ
and constant C are introduced into the function g(u) upstream
in the calculation at (A21e), and these constants are embed-
ded in the final recursion (A21). Because there are relatively
few terms before the optimal truncation, a computer algebra
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system was used to determine non-recursive expressions for
the coefficients γn used in (14) and given in Appendix B. It
is notable that the constant C does not appear in the final ex-
pressions for the coefficients γn. We have verified that the con-
stants in Appendix B do agree with the direct implementation
of (A8a) and with the φn determined non-recursively according
to (A2). This self-consistency is essential as it is not obvious
by inspection of the recursive formula (A8) that the γn should

be independent of C. This is also confirmed by the use of an
alternative implementation of Laplace’s method described in
Appendix C.

Appendix B: Table of γn

γ1 =
√

π

γ2 =−2

3
κ

γ3 =
√

π
5

12
κ2

γ4 =− 1

135

[

160κ3 −18κ
]

γ5 =

√
π

288

[

385κ4 −72κ2
]

γ6 =− 1

2835

[

15680κ5 −4032κ3 +162κ
]

γ7 =

√
π

51840

[

425425κ6 −138600κ4 +10152κ2
]

γ8 =− 1

8505

[

358400κ7 −141120κ5 +14975κ3 −270
]

γ9 =

√
π

2488320

[

185910725κ8 −85765680κ6 +11927520κ4 −445824κ2
]

γ10 =− 1

1804275

[

805376000κ9 −425779200κ7 −73275840κ5 +4230144κ3 −36450κ
]

γ11 =

√
π

209018880
[188699385875κ10 −112438806480κ8 +23070967920κ6 −1814206464κ4

+38257920κ]

γ12 =− 1

492567075
[2984869888000κ11 −1978808832000κ9 +471593041920κ7 −47103166656κ5

+1650572640κ3 −6889050κ]

γ13 =

√
π

75246796800
[1023694168371875κ12 −747249568065000κ10

+202871732263200κ8 −24617993662080κ6 +1225752932736κ4 −15340492800κ2]

γ14 =− 1

1477701225
[148325072896000κ13 −118200847564800κ11 +36014320742400κ9
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12

−5148878192640κ7 +334802429568κ5 −7547494464κ3 +15155910κ]

γ15 =

√
π

902961561600
[221849150488590625κ14 −191635548319215000κ12 +64754512569747000κ10

−10664946375632640κ8 +859343139639936κ6 −28793424927744κ4 +220085683200κ2]

We note that κ = f ′′(0) is the wall-shear, which has numer-
ical value κ =−0.443748313368861..., which was expressed
in closed form by32 and is given in (4) of the main text.

Appendix C: Alternative Approach: Large Pr asymptotic
expansion via divergent Sakiadis Power Series Solution

In Appendix A 1, Laplace’s method was used to determine
the large Pr behavior of the integral (11a); this integral is em-
bedded in the desired Nusselt number expression (5) by (8).
The purpose of this appendix is to show that one may utilize the
Taylor series expansion in η about η = 0 directly to obtain the
same large Pr expansion (13) and coefficients in Appendix B.

To proceed, we make use of the well-established power se-
ries solution to (2), with a recursion for the coefficients given
first by Blasius 3 for flow over a stationary plate, but here writ-
ten for the Sakiadis flow as

f (η) =
∞

∑
n=0

anηn, (C1a)

an+3 =−

n

∑
k=0

(k+1)(k+2)ak+1an−k

2(n+1)(n+2)(n+3)
, n ≥ 0

(C1b)
a0 = 0, a1 = 1, a2 = κ/2. (C1c)

As noted by Naghshineh et al. 31 , the series (C1) is convergent
in the range η < R, where R ≈ 4.0722. Since the series (C1)
for f diverges for η >R, the series solution is deficient in that it
cannot satisfy the boundary condition f ′ → 0 as η → ∞ in (2).
In fact, this was the motivation for the gauge transformation
that yields the convergent solution (3) (see31). Nevertheless,
the series (C1) is sufficient to extract the large Pr behavior in
accordance with Laplace’s method as follows.

For Large Pr, the integral is dominated by its integrand’s
behavior near η = 0; thus, we first replace the upper bound in
(7) with a small parameter ε > 0 which justifies the use of the
expansion (C1a) in the evaluation of the integral.

θ ′(0)−1 ∼
∫ ε

0
exp

(

−1

2
Pr

∞

∑
n=1

an

n+1
ηn+1

)

dη . (C2)

In accordance with Laplace’s method, we rewrite the inte-
gral (C2) as

θ ′(0)−1 ∼
∫ ε

0
e−

1
4 Prη2

exp

(

−1

2
Pr

∞

∑
n=2

an

n+1
ηn+1

)

dη

∼
∫ ε

0
e−

1
4 η2

exp

(

Pr
∞

∑
n=3

ānηn

)

dη (C3)

where we have defined

ā0 = ā1 = ā2 = 0, (C4a)

ān =−an−1

2n
,n ≥ 3. (C4b)

Next, we use the Taylor series of the exponential in (C3) to
obtain

exp

(

Pr
∞

∑
n=3

ānηn

)

=
∞

∑
n=0

Prn

n!

{

∞

∑
n=0

ānηn

}n

(C5a)

=
∞

∑
n=0

Prn

n!

∞

∑
k=3n

λn,kηk, (C5b)

where we have used the following
{

∞

∑
j=0

ā jη
j

}n

=
∞

∑
k=0

λn,kηk, (C6a)

λ0,0 = 1, λ0,k = 0,k ≥ 1, (C6b)

λn+1,k =
k

∑
j=0

λn, jāk− j. (C6c)

Eqs. (C6) are obtained by taking the powers of the relevant
series recursively using Cauchy’s product rule. Combining
this expansion with (C2) and noting that the leading term in
the LHS of (C6a) is of order η3, λn,k = 0 when k < 3n, we
obtain

θ ′(0)−1 ∼
∫ ε

0
e−

1
4 Prη2

∞

∑
n=0

Prn

n!

∞

∑
k=3n

λn,kηk dη (C7a)

∼
∞

∑
n=0

∞

∑
k=3n

1

n!
Prn λn,k

∫ ε

0
e−

1
4 Prη2

ηk dη (C7b)

∼
∞

∑
n=0

∞

∑
k=3n

1

n!
Prn λn,k

∫ ∞

0
e−

1
4 Prη2

ηk dη (C7c)

∼
∞

∑
n=0

∞

∑
k=3n

1

n!
Prn λn,kΓ

(

k+1

2

)

2k Pr(2n−k−1)/2

(C7d)
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∼
∞

∑
ℓ=1

[

ℓ−1

∑
n=0

1

n!
λn,ℓ+2n−1Γ

(

ℓ+2n

2

)

2ℓ+2n−1

]

Pr−ℓ/2,

(C7e)

yielding the result

γℓ =
ℓ−1

∑
n=0

1

n!
λn,ℓ+2n−1Γ

(

ℓ+2n

2

)

2ℓ+2n−1. (C8)

In comparing (C7b) with (C7c), note that we have extended
the upper bound on the integral from ε to infinity, which only
adds subdominant terms as Pr → ∞, as can be established with
integration by parts. Equation (C7e) follows from (C7d) by
rewriting the sum for fixed order in Pr. The resulting equation
(C8) indeed produces exactly the values γn from Appendix B,
while satisfying a slightly simpler recurrence relation than
(A8a), and makes clear that the coefficients γn depend only
on κ .
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