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Funding
- Project: “Creating a Course on LLMs in Cybersecurity”

- Funding: NCAE-C

- Source: National Security / Towson University
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Purpose of the Course
- Gen AI changing cybersecurity in practice

- Microsoft’s Security CoPilot, Google Cloud Security AI Workbench

- Project-based course
- Hands-on exploration, application, & critique of Gen AI
- Real-world case studies from prior class work, internships
- Using non-cloud models for proprietary information



|  4

Course specs
- Prerequisites

- CSEC-559: CSEC-380 (Web Security) or Permission of Instructor
- CSEC-659: CSEC-742 or 380 or Permission of Instructor

- Use of AI in class policy
- Use Gen AI tools extensively
- Avoid ‘cheating’ by not utilizing enough Gen AI
- Exception: personal observations and reflections
- Encourage Gen AI use to enhance submissions
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Learning Outcomes
1. Use Gen AI for cybersecurity tasks
2. Use some additional tech: API calls, RAG, fine-tuning
3. Critically evaluate #1
4. Some understanding of ethical and legal issues
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Assignments
- News Presentations

- Students used AI-based presentation services to create 5-minute presentations
- News related to generative AI and cybersecurity
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Projects
Students worked in teams to engage with Gen AI tools for cybersecurity tasks. The challenge 
was to identify a relevant cybersecurity task, gather or generate any necessary source 
materials, and then leverage Gen AI to manage as much of the task as possible.

• Project 1: Apply prompt engineering methods to produce a document
• Project 2: Use Gen AI to develop a programing (coding)
• Project 3: Use fine-tuning and/or RAG to create a Gen AI model for a specific use case.

Besides the project results, a key component was individual reflection reports form each 
student discussing what they did, what they learned, and what was successful, and what 
was unsuccessful.
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- Most respondents felt the course significantly enhanced their knowledge of the 
technical aspects, cybersecurity impacts, and ethical/legal implications of 
Generative AI. 

- Common ethical considerations discussed included deepfakes, algorithmic bias 
against certain groups, data privacy concerns, and issues around consent and 
intellectual property with AI-generated content.

- Hands-on projects and access to tools like ChatGPT-4 were frequently cited as 
particularly useful and interesting aspects of the course. Prompt engineering 
skills were valuable learnings.

- Confidence in abilities to use Generative AI for various tasks generally 
increased from the 1-3 range before the course to the 3-5 range after.

Survey Findings (1)
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- Likelihood to use Generative AI in future cybersecurity work also typically 
increased from low/moderate before the course to high afterwards.

- Generative AI was seen to have a positive impact on brainstorming and a 
mixed to negative impact on coordination and workload distribution in team 
projects. Debugging AI-generated code and consistently getting desired 
outputs were challenges.

- A few respondents wished for more coverage of deploying models in real-world 
settings, analyzing malware/networks with AI, and comparing capabilities of 
different models. 

Survey Findings (2)
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The class enhanced your knowledge?

Ave: 3.81

Ave: 3.81

Ave: 4.0
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Survey Findings
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Survey Findings
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Course 
Syllabus 

https://tinyurl.com/24jm34fz 

https://tinyurl.com/24jm34fz
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Project 
Examples

https://tinyurl.com/ydk9nczh 

https://tinyurl.com/ydk9nczh
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https://clark.center/details/mkwright/3c67ba6f-f338-4679-94e0-ca3b18f585ab 

https://clark.center/details/mkwright/3c67ba6f-f338-4679-94e0-ca3b18f585ab
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Survey Takeaways
- Project-based work is a good way to let students explore
- GenAI can be hard with teamwork
- Students overall feel

- More positive about potentially using Gen AI for work
- More confident in their ability to use Gen AI effectively


